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Abstract—$\ell_1$-minimization refers to finding the minimum $\ell_1$-norm solution to an underdetermined linear system $b = Ax$. Under certain conditions as described in compressive sensing theory, the minimum $\ell_1$-norm solution is also the sparsest solution. In this paper, our study addresses the speed and scalability of its algorithms. In particular, we focus on the numerical implementation of a sparsity-based classification framework in robust face recognition, where sparse representation is sought to recover human identities from very high-dimensional facial images that may be corrupted by illumination, facial disguise, and pose variation. Although the underlying numerical problem is a linear program, traditional algorithms are known to suffer poor scalability for large-scale applications. We investigate a new solution based on a classical convex optimization framework, known as Augmented Lagrangian Methods (ALM). The new convex solvers provide a viable solution to real-world, time-critical applications such as face recognition. We conduct extensive experiments to validate and compare the performance of the ALM algorithms against several popular $\ell_1$-minimization solvers, including interior-point method, Homotopy, FISTA, SESOP-PCD, approximate message passing (AMP) and TFOCS. To aid peer evaluation, the code for all the algorithms has been made publicly available.
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I. INTRODUCTION

Compressive sensing (CS) has been one of the hot topics in the signal processing and optimization communities in the past ten years. In CS theory [2], [3], [4], [5], it has been shown that the minimum $\ell_1$-norm solution to an underdetermined system of linear equations is also the sparsest possible solution under quite general conditions. More specifically, assume an unknown signal $x_0 \in \mathbb{R}^n$, a measurement vector $b \in \mathbb{R}^m$ ($m < n$), and a full-rank matrix $A \in \mathbb{R}^{m \times n}$ such that $b = Ax_0$. Recovering $x_0$ given $A$ and $b$ constitutes a non-trivial linear inverse problem, since the number of measurements in $b$ is smaller than the number of unknowns in $x_0$. A conventional solution to this problem is linear least squares, which finds the minimum $\ell_2$-norm solution (or the solution of least energy) to this system. However, if $x_0$ is sufficiently sparse (i.e., most of its entries in the canonical coordinates are zero), and the sensing matrix $A$ is incoherent with the basis under which $x_0$ is sparse (i.e., the identity matrix for the canonical coordinates), then $x_0$ can be exactly recovered by computing the minimum $\ell_1$-norm solution:

$$\min_x \|x\|_1 \text{subj. to } b = Ax.$$  \hspace{1cm} (1)

In practice, $b$ often contains noise. In such cases, the equality constraint can be relaxed, resulting in the constrained basis pursuit denoising (BPDN) problem:

$$\min_x \|x\|_1 \text{subj. to } \|b - Ax\|_2 \leq \epsilon,$$  \hspace{1cm} (2)

where $\epsilon > 0$ is a pre-determined noise level. A variant of this problem is also well known as the unconstrained BPDN problem with a scalar weight $\lambda$:

$$\min_x \frac{1}{2} \|b - Ax\|_2^2 + \lambda \|x\|_1.$$  \hspace{1cm} (3)

Theoretical analysis of the BPDN problem [5], [6] has shown that, although exact recovery of the the ground-truth signal $x_0$ is not possible with noise in many cases (e.g., when the observation is corrupted by random Gaussian noise), it can be well approximated by the solution of ($P_{1,2}$) or ($QP_\lambda$).

In this paper, we broadly refer to the above problems as $\ell_1$-minimization or $\ell_1$-min. The sparsity-seeking property of $\ell_1$-min optimization has been shown to have applications in many areas such as geophysics, speech recognition [7], image compression, processing, and enhancement [4], [8], sensor networks [9], [10], and computer vision [11]. Of all of these applications, the sparse representation based classification (SRC) framework proposed by [12] for face recognition is a representative and successful example. By casting the recognition problem as one of finding a sparse representation of the test image in terms of the training set as a whole, up to some sparse error, this framework has demonstrated striking recognition performance despite severe occlusion or corruption (see Figure 1) by solving a simple convex program. Later, it is shown in [13] that a local iterative process within the same framework can be employed to solve for an image transformation applied to the face region when the query image is misaligned, resulting in a state-of-the-art automatic face recognition system for access control scenarios.

While the $\ell_1$-min problems associated with CS can be formulated as a linear program (LP) and readily solved by classical methods in convex optimization, such as interior-point methods, the computational complexity of those classical
methods is often too high for large-scale high-dimensional image data. In light of a large number of real applications in various fields, many new efficient algorithms have been proposed over the past decade. Meanwhile, to help the reader choose the best algorithm, several works exist in the literature which attempt to provide comprehensive reviews on the performance of $\ell_1$-min algorithms [14], [15], [16], in addition to various amounts of comparison experiments conducted in each individual paper which introduces new methods to $\ell_1$-min problems.

However, a major limitation of existing works is that the performance of their algorithms is often benchmarked on synthetic data only, and/or a couple of examples of simple signal and image processing applications with a single observation (e.g., an image in image denoising). Meanwhile, we have seen that real-world data, especially high-resolution images, often demonstrate very special structures collectively. For instance, it is natural to expect that face images of different subjects are highly correlated with each other. Therefore, when applying existing $\ell_1$-min algorithms to complex problems, such as face recognition, people often observe dramatically different behaviors compared to those reported in their original papers. For example, an algorithm called approximate message passing (AMP) is specifically designed for $\ell_1$-min problems when the dictionary is random Gaussian [17]. While outperforming many other methods on randomly generated synthetic data, it often fails to converge when applied to real face data.

A. Contributions

Therefore, it is the goal of this paper to fill in the aforementioned gap in the existing literature. In particular, we aim to address the speed and scalability of $\ell_1$-min algorithm for face recognition applications based on the SRC framework.

First, we present a fast $\ell_1$-min solution based on a classical technique known as augmented Lagrangian methods (ALM) [18]. Our solution is related to a previous solution known as the alternating direction methods (ADM) [19]. However, the discussion therein was restricted to the case when the dictionary is orthonormal or a randomly generated matrix. In this paper, we focus on the efficient implementation of ALM for face recognition applications.

Another contribution of the paper is a detailed comparison of the ALM algorithms with several state-of-the-art acceleration techniques for $\ell_1$-min problems, which include two classical solutions using interior-point method and Homotopy method, and several first-order methods including proximal-point methods [20], [21], [15], parallel coordinate descent (PCD) [22], approximate message passing (AMP) [17], and templates for convex cone solvers (TFOCS) [23]. To set up the stage for a fair comparison and help the reader gain a basic understanding of the sparse optimization literature, we provide an extensive review of these techniques with an emphasis to their conceptual connections and their computational complexity in different sparse representation settings. 1

To concretely demonstrate the performance of ALM and the other algorithms, we have compiled a thorough benchmark using both synthetic data and real high-dimensional image data in face recognition. The ALM algorithms compare favorably among a wide range of state-of-the-art $\ell_1$-min algorithms, and more importantly, are very suitable for large-scale face recognition and alignment problems in practice. To aid peer evaluation, all algorithms discussed in this paper have been made available on our website as a MATLAB toolbox: http://www.eecs.berkeley.edu/~yang/software/l1benchmark/.

Finally, we need to point out that there have been several recent studies in the community, which seek alternative approaches to robust face recognition where solving the non-smooth sparse optimization problems such as $\ell_1$-min could be totally mitigated. We refer the interested reader to discussions in [35], [36]. In a nutshell, most of these alternative solutions achieve faster speed by some tradeoffs that sacrifice the recognition accuracy, especially when the data could contain high levels of data noise, corruption, and/or spatial misalignment. In contrast, the main focus of this paper is accelerated convex optimization techniques that provably converge to the global optimum of the $\ell_1$-min objective function (1) and, more importantly, without sacrificing the recognition accuracy.

II. A REVIEW OF ROBUST FACE RECOGNITION VIA SPARSE REPRESENTATION

Since the focus of this paper is on the efficiency of various $\ell_1$-min methods for sparse representation based face recognition, we begin our discussion with a brief review of the related face recognition techniques. In this paper, all data are assumed in the real domain. The concatenation of two vectors will be written following the MATLAB convention: $[x_1; x_2] \equiv \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}$; $[x_1, x_2] \equiv \begin{bmatrix} x_1 & x_2 \end{bmatrix}$. We denote by $I$ a vector whose components are all one with dimension defined within the context. We represent the Euclidean or $\ell_2$-norm by $\| \cdot \|_2$ and the $\ell_1$-norm by $\| \cdot \|_1$. The notation $\| \cdot \|$ represents the $\ell_2$-norm for vectors and the spectral norm for matrices.

1Due to the overwhelming volume of the sparse optimization literature, it is impossible to discuss and compare all the existing methods in a single paper. Methods that are not discussed in this paper include GPRS [24], SpaRSA [25], SPGL1 [26], NESTA [15], SALSA [27], GLMNET [28], and Bregman iterative algorithm [29], just to name a few. Nevertheless, vast majority of the existing algorithms are variants of those benchmarked in this paper, and share many common properties with them. We will elaborate on their connections more later. Also, in the literature, there exist greedy algorithms to estimate sparse signals, such as Orthogonal Matching Pursuit (OMP) [30] and its many variants and extensions [4], [31], [32]. OMP was originally proposed to solve a related optimization problem called $\ell_0$-minimization. In this paper, we are not concerned about these pursuit-type greedy algorithms, but instead refer the reader to [33], [4], [34] for a more detailed treatment of the greedy approach.
A. Dense error correction via $\ell_1$-minimization

In the face recognition literature, it is known that a well-aligned frontal face image $b \in \mathbb{R}^m$ of a human subject under different illuminations lies closely to a low-dimensional subspace, called face subspace [37], [38]. Therefore, given a known subspace class $i$ and sufficient training samples, $A_i = [v_{i,1}, v_{i,2}, \ldots, v_{i,n_i}] \in \mathbb{R}^{m \times n_i}$, where $v_{i,j}$ represents the $j$-th training image from the $i$-th subject stacked in the vector form, $b$ from the $i$-th class can be represented as $b = A_i x_i$.

Now given $C$ subjects, the SRC framework proposed in [12] tries to determine the identity of the query image $b$ by seeking the sparsest linear representation of $b$ with respect to all the training examples:

$$b = [A_1, A_2, \ldots, A_C] [x_1; x_2; \ldots; x_C] \approx A x.$$  \hspace{1cm} (4)

Clearly, if $b$ is a valid test image, it must lie in one of the $C$ face subspaces. Therefore, the corresponding representation in (4) has a sparse representation $x = [\ldots; 0; x_i; 0; \ldots]$ on average only a fraction of $\frac{1}{C}$ coefficients are nonzero, and the dominant nonzero coefficients in sparse representation $x$ reveal the true subject class.\(^2\)

In addition to the possible illumination changes, $b$ is often occluded or corrupted in practice. In [12], a modified sparse representation model was proposed as $b = A x + e$, where $e \in \mathbb{R}^m$ is another unknown vector whose nonzero entries correspond to the corrupted pixels. Consequently, let $w \doteq [x; e]$, and it can be estimated jointly by $\ell_1$-min:

$$\min \| w \|_1 \text{ subj. to } b = [A, I] w = A x + e.$$  \hspace{1cm} (5)

Here, a key observation is that the new dictionary $[A, I]$ has very special structures. It was dubbed cross-and-bouquet (CAB) model in [39] in the following sense: The columns of $A$ are highly correlated, as the convex hull spanned by all face images of all subjects occupies an extremely tiny portion of the ambient space. These vectors are tightly bundled together as a "bouquet," whereas the vectors associated with the identity matrix and its negative $\pm I$ form a standard "cross" in $\mathbb{R}^m$, as shown in Figure 2.

The implication of this special model for face recognition is at least two-fold. On the theory side, it enables exactly recovery of both $x$ and $e$ via solving the $\ell_1$-min problem even when $e$ is dense (i.e., up to nearly 100% of the pixels are corrupted), as long as the bouquet is sufficiently tight and the dimensions of the signal $x$ and the observation $b$ are sufficiently high [39].

On the practice side, however, it poses new challenges to existing $\ell_1$-min algorithms as the dictionary $A$ is ill-conditioned, or more specifically, highly coherent in CS jargon. Meanwhile, in real-world applications, it is important for a face recognition system to efficiently handle thousands or even more subjects while the dimension of each image remains roughly unchanged. Thus, a preferred algorithm should scale well in terms of $C$ and the total number of images $n$.

B. Face Alignment

Another important factor that affects face recognition is image misalignment, which is often caused by an inaccurate face detector applied to images collected in uncontrolled environments (see Figure 8 for example). Clearly, when a query image is not aligned well with the training images, the face subspace model in (4) and (5) will not be satisfied. Recently, [13] shows that this problem can be solved nicely within the sparse representation framework by iteratively optimizing a series of linear approximate problems that minimize the sparse registration error $e$ in (5) while the query image $b$ is under an image transformation.

More specifically, suppose the ground truth image $b_0$ is subject to some misalignment caused by a transformation $\tau \in T$, where $T$ is a finite-dimensional group of transformations acting on the image domain. As a result, we observe the warped image $b = b_0 \circ \tau^{-1}$. This relationship can be rewritten in the CAB model as: $b \circ \tau = A x + e$. Naturally, we would like to use the sparsity as a cue for finding the correct deformation $\tau$, such as solving the following optimization problem:

$$\min_{x, e, \tau \in T} \| x \|_1 + \| e \|_1 \text{ subj. to } b \circ \tau = A x + e.$$  \hspace{1cm} (6)

However, this is a difficult nonconvex optimization problem. Due to the concern of local minima, directly solving (6) may simultaneously align the query image to different subjects in the database. Therefore, it is more appropriate to seek the best alignment with respect to each subject $i$ in the database [13]:

$$\tau_i = \arg \min_{x, e, \tau \in T} \| e \|_1 \text{ subj. to } b \circ \tau_i = A_i x + e.$$  \hspace{1cm} (7)

In (7), $\| x \|_1$ is not penalized, since $A_i \in \mathbb{R}^{m \times n_i}$ only contains the images of subject $i$ and $x$ is no longer expected to be sparse. While (7) is still nonconvex, when a good initial estimation for the transformation is available, e.g., from the output of a face detector, one can refine this initialization to an estimate of the true transformation by linearizing about the the current estimate of $\tau_i$, which leads to a convex problem:

$$\min_{x, e, \Delta \tau_i \in T} \| e \|_1 \text{ subj. to } b \circ \tau_i + J_i \Delta \tau_i = A_i x + e.$$  \hspace{1cm} (8)

Here, $J_i = \frac{\partial}{\partial \tau_i}(b \circ \tau_i) \in \mathbb{R}^{m \times d_i}$ is the Jacobian of $b \circ \tau_i$ with respect to the transformation parameters $\tau_i$, and $\Delta \tau_i$ is the current update step with respect to (w.r.t.) $\tau_i$.

During each iteration $j$, the current alignment parameters $\tau_i^j$ correct the observation as $b_i^j = b \circ \tau_i^j$. Denote $B_i^j = $
\[ [A_i - I_i^T] \in \mathbb{R}^{m \times (n_i + g_i)} \text{ and } w = [x^T, \Delta \tau^T]^T, \text{ then the update } \Delta \tau_i \text{ can be computed by solving the problem:} \]

\[
\min_{w,e} \|e\|_1 \text{ subj. to } b_i^T = B_i^T w + e. \tag{9}
\]

The interested reader is referred to [13] for more details about the effectiveness of this approach. In this paper, we will focus on the fast solutions to (9), and the face alignment problem.

### III. CLASSICAL METHODS FOR \( \ell_1 \)-MIN PROBLEMS

In this section, we lay the foundation for our discussion on \( \ell_1 \)-min algorithms by reviewing two classical methods, the interior-point method and the Homotopy method. The two methods will be used extensively in Section VI to provide baseline performance and estimate ground-true sparse signals in the experiment.

#### A. Primal-dual interior-point algorithm

We first consider a classical approach as the baseline to solving \( \ell_1 \)-min, called primal-dual interior-point algorithm (PDIPA). The PDIPA framework is usually attributed to the works of [40], [41], [42], [43], [44]. For the sake of simplicity, here we assume that the sparse solution \( x \) is nonnegative.\(^3\)

Under this assumption, \((P_1)\) can be rewritten as a LP:

**Primal (P)**

\[
\begin{align*}
\min_x & \quad 1^T x; \\
\text{subj. to} & \quad Ax = b \quad \text{max}_{y,z} b^T y. \\
& \quad x \geq 0 \quad \text{subj. to} \quad A^T y + z = 1.
\end{align*}
\]

**Dual (D)**

\[
\begin{align*}
\max_{y,z} & \quad b^T y. \\
\text{subj. to} & \quad A^T y + z = 1 \\
& \quad z \geq 0
\end{align*}
\]

The basic idea of primal-dual inter-point method is to iteratively formulate the inequality constrained problem (10) as an equality constrained problem, which can be solved by Newton’s method, using the barrier method [40], [45]. Hence, the complexity of PDIPA is dominated by the Newton update step, which is bounded by \( O(n^3) \). As we will see later from our experiment results (e.g., Figure 7), PDIPA is among the ones which are most sensitive to the size of the problem, hence it is not suitable for large-scale real-world applications.

Since solving the Newton system exactly is computational expensive for large \( \ell_1 \)-min problems, fast methods that approximate its solution have been exploited in the literature. In particular, [46] uses an iterative method, namely, pre-conditioned conjugate gradient (PCG) [47], [48], to approximately solve the Newton system and develops an interior-point method that solves \((QP_\lambda)\) (3). This overall algorithm is called truncated Newton interior-point method (TNIPM).\(^4\)

By carefully choosing the preconditioner, it is comparable to first-order methods in solving large problems with modest accuracy, while retaining the ability of second-order method to solve them with high accuracy at relatively small additional computational cost.

\(^3\)This constraint can be easily removed by considering the linear system \( b = [A, -A][x_+, x_-] \), where \( x_+ \) and \( x_- \) are the vectors that collect the positive and negative coefficients of \( x \), respectively: \( x = x_+ - x_- \), \( x_+ \geq 0 \), \( x_- > 0 \).

\(^4\)An implementation of TNIPM called L1LS is available at http://www.stanford.edu/~boyd/l1_ls/.

Note that since TNIPML1LS is designed for \((QP_\lambda)\), to recover the exact solution for \((P_1)\), it is necessary for \( \lambda \) to gradually decrease to zero. This is also the case for another two algorithms benchmarked in this paper, namely FISTA and SESOP-PCD. In Section VI, we will revisit this issue in more details by comparing algorithms that solve \((P_1)\) directly with those solving the relaxed problem \((QP_\lambda)\).

#### B. Homotopy method

Homotopy methods in sparse optimization are specifically designed to take advantage of the properties of \( \ell_1 \)-min. The approach was first studied in the context of LASSO [49], which inspired a solution to the forward stagewise linear regression problem called LARS [50] and eventually led to the Homotopy algorithms for basis pursuit in [51], [52].\(^5\)

The fundamental idea of Homotopy is the following: In solving the noisy version of basis pursuit \((QP_\lambda)\), the method exploits the fact that the objective function \( F(x) \) undergoes a homotopy from the \( \ell_2 \) constraint to the \( \ell_1 \) objective as \( \lambda \) decreases. More specifically, when \( \lambda \to \infty \), \( x_\lambda^* = 0 \); when \( \lambda \to 0 \), \( x_\lambda^* \) converges to the solution of \((P_1)\). Furthermore, one can show that the solution path \( X \doteq \{x_\lambda : \lambda \in [0, \infty] \} \) is piecewise constant as a function of \( \lambda \) [50]. Therefore, in constructing a decreasing sequence of \( \lambda \), it is only necessary to identify those “breakpoints” that lead to changes of the support set of \( x_\lambda^* \), namely, either a new nonzero coefficient added or a previous nonzero coefficient removed.

If one were to directly compute the gradient of \( F \) in (3), one obstacle is that the \( \ell_1 \)-norm term \( g(x) \) is not globally differentiable. Therefore, we consider the subdifferential of \( \|x\|_1 \) defined as follows:

\[
u(x) \doteq \partial \|x\|_1 = \{ u \in \mathbb{R}^n : u_i = \text{sgn}(x_i), x_i \neq 0 \} \cup \{ u_i \in [-1, 1], x_i = 0 \}. \tag{11}
\]

The Homotopy algorithm operates in an iterative fashion with an initial value \( x(0) = 0 \). In each iteration \( w.r.t. \) a nonzero \( \lambda \), the condition \( 0 \in \partial F(x) \) leads to:

\[
c(x) = A^T b - A^T Ax \in \lambda u(x). \tag{12}
\]

Hence, according to the definition (11), we maintain a sparse support set \( I \doteq \{ i : |c_i^k(x)| = \lambda \} \) at the \( k \)-th iteration. Then the algorithm computes the update direction and stepsize only for the nonzero coefficients of \( x^{(k)} \) identified by \( I \).

In summary, since the Newton update only involves nonzero coefficients in \( I \), which could be a very small number when \( x \) is sparse, the computational cost of the Homotopy algorithm for \( \ell_1 \)-min is bounded by \( O(dn^2 + dm) \) if it correctly recovers a \( d \)-sparse signal in \( d \) steps, a significant improvement from the interior-point methods [52]. It is also clear from the equation that when the sparsity \( d \) and the observation dimension \( m \) grow proportionally with the signal dimension \( n \), the worst-case complexity is still bounded by \( O(n^3) \), a major drawback of Homotopy methods especially for recovering non-sparse signals.

Therefore, in the next section, we will turn to another category of fast \( \ell_1 \)-min algorithms, known as first-order methods.

\(^5\)Homotopy package [53]: http://users.ece.gatech.edu/~sasif/Homotopy/.
These algorithms enjoy much better worst-case complexity than interior-point and Homotopy methods, hence scale well for large-scale problems such as face recognition.

IV. FIRST-ORDER METHODS

In optimization, first-order methods refer to those algorithms that have at most linear local error, typically based on local linear approximation. In the context of $\ell_1$-min, first-order methods differ from the previous classical approaches in that they explicitly make use of the structure of the subdifferential of the $\| \cdot \|_1$. The advantage of first-order methods is that the computational complexity per iteration is greatly reduced, albeit at the expense of increasing the number of iterations as compared to the interior-point methods. Here we consider four most visible algorithms in recent years, namely, proximal-point methods [20], [21], [15], parallel coordinate descent (PCD) [22], approximate message passing (AMP) [17], and templates for convex cone solvers (TFOCS) [23].

Before proceeding, we first introduce the proximal operator of a convex function $g$ of $x \in \mathbb{R}^n$, which is defined as

$$\text{prox}_g(x) = \arg\min_u g(u) + \frac{1}{2}\|u - x\|_2^2.$$  \hspace{1cm} (13)

It is well known that for $\ell_1$-min problems where $g(x) = \alpha \|x\|_1$, the proximal operator has a closed-form expression called the soft-thresholding or shrinkage operator, $\text{soft}(x, \alpha)$, which is defined element-wise as follows [54]:

$$\text{soft}(x, \alpha)_i = \text{sign}(x_i) \cdot \max\{|x_i| - \alpha, 0\}, \quad i = 1, 2, \ldots, n.$$  \hspace{1cm} (14)

The implementation of first-order algorithms involves elementary linear algebraic operations such as vector addition, matrix-vector multiplication, and soft-thresholding. These operations are much cheaper computationally compared to matrix inversion and matrix factorization that are commonly required in other conventional methods.

A. Proximal-Point Methods

Recall the following objective function in Section I:

$$F(x) = \frac{1}{2}\|b - Ax\|_2^2 + \lambda \|x\|_1 \geq f(x) + \lambda g(x).$$  \hspace{1cm} (15)

Note that $F(x)$ to be minimized is a composite of two functions with very different properties. On one hand, $f(\cdot)$ is a smooth, convex function with a Lipschitz continuous gradient given by $\nabla f(x) = A^T(Ax - b)$. The associated Lipschitz constant $L_f$ of $\nabla f(\cdot)$ is given by the spectral norm of $A^T A$, denoted by $\|A^T A\|_2$. On the other hand, $g(\cdot)$ is a continuous, convex but non-smooth function.

In general, proximal-point methods work by generating a sequence of iterates $\{x_k, k = 0, 1, \ldots\}$, and at each iteration solving the following subproblem which approximates $F(x)$:

$$x_{k+1} = \arg\min_x \{f(x_k) + (x - x_k)^T \nabla f(x_k) + \frac{\alpha_k}{2} \|x - x_k\|_2^2 + \lambda g(x)\},$$  \hspace{1cm} (16)

for some $\alpha_k > 0$. Using the soft-thresholding operator, the above subproblem has a closed-form solution:

$$x_{k+1} = \text{soft} \left( x_k - \frac{1}{\alpha_k} \nabla f(x_k), \frac{\lambda}{\alpha_k} \right).$$  \hspace{1cm} (17)

Obviously, the convergence behavior of the above scheme depends on the choice of $\alpha_k$. For example, the popular iterative soft-thresholding algorithm (ISTA) [54], [55], [56], [25] employs a fixed choice of $\alpha_k$ related to $L_f$. In [21], assuming $\alpha_k = L_f$, one can show that ISTA has a sublinear convergence rate that is no worse than $O(1/k)$:

$$F(x_k) - F(x^*) \leq \frac{L_f \|x_0 - x^*\|^2}{2k}, \quad \forall k.$$  \hspace{1cm} (18)

Meanwhile, an alternative way of determining $\alpha_k$ at each iteration is used in SpaRSA [25], which is based on the Barzilai-Borwein equation [57]. It has been shown that SpaRSA has the same convergence rate of $O(1/k)$ for $\ell_1$-min problems [58].

While the above methods enjoy a much lower computation complexity per iteration, in practice people have observed that it converges quite slowly in terms of the number of iterations. Recently, [21] proposes a fast iterative soft-thresholding algorithm (FISTA), which has a significantly better convergence rate. The key idea behind FISTA is that, instead of forming a quadratic approximation of $F(x)$ at $x_k$, at the $k$-th iteration as in (15), it uses a more carefully chosen sequence $y_k$ for that purpose. This is known as the ravine step as described in [20] and leads to the following FISTA iterations:

$$\begin{align*}
x_{k+1} &= \text{soft} \left( y_k - \frac{1}{L_f} \nabla f(y_k), \frac{1}{L_f} \right), \\
y_{k+1} &= x_k + 2\alpha_k \left( x_k - x_{k-1} \right),
\end{align*}$$  \hspace{1cm} (19)

where $y_1 = x_0$ and $\alpha_1 = 1$. The same idea has also been applied to solve the constrained problem ($P_{1,2}$) in [15], yielding the so-called Nesterov’s algorithm (NESTA). Both algorithms enjoy the same non-asymptotic convergence rate of $O(1/k^2)$ in the $\ell_1$-min setting. The interested reader may refer to [21] for a proof of the above result, which extends the original algorithm of Nesterov [59] devised only for smooth functions that are everywhere Lipschitz continuous.

B. Parallel Coordinate Descent Algorithm

An alternative way to use the soft-thresholding operator is considered in [22]. It starts with the observation that if in each iteration we update $x$ one entry at a time, which is known as the coordinate descent (CD) in the literature, then each of these updates can be obtained in closed form. More precisely, for updating the $i$-th entry of the current estimate $x_k$, one needs to solve the following problem:

$$g(v) = \frac{1}{2}\|b - Ax_k - a_i(v - x_k[i])\|_2^2 + \lambda |v|,$$  \hspace{1cm} (20)

where $a_i$ is the $i$-th column of $A$. The optimal solution of $v$ is again given by the soft-thresholding operator:

$$v^* = \text{soft} \left( \frac{a_i^T(b - Ax_k)}{|a_i|^2} + x_k[i], \frac{\lambda}{|a_i|^2} \right).$$  \hspace{1cm} (21)

As pointed out in [22], while a sequence of such rounds of n updates (addressing each coordinate of \( \mathbf{x} \) in certain order) is necessarily converging, it requires explicit access to each column of \( A \). This is however computational inefficient because many transformations associated with \( A \), such as wavelet transform, are actually computed via a fast recursive scheme, rather than direct matrix-vector multiplication. For this reason, [22] proposes to merge such descent steps into a joint step using a simple addition, leading to the following parallel update rule:

\[
v^* = \sum_{i=1}^{n} e_i \cdot \text{soft} \left( \frac{a_i^T(b - Ax_k)}{\|a_i\|^2} + \frac{\lambda}{\|a_i\|^2} \right) + x_k[i], \quad \text{where } W = \text{diag}(A^T A)^{-1}.
\]

(21)

where \( W = \text{diag}(A^T A)^{-1} \). This updating rule is further combined with a line search in [22] to ensure that the direction is indeed descending, resulting in a new iterative algorithm of the form:

\[
x_{k+1} = x_k + \beta(v^* - x_k),
\]

(22)

which is referred as the PCD algorithm.

In [22], PCD is further accelerated using a sequential subspace optimization (SESOP) technique. The key idea of SESOP is that instead of searching along a single direction \( v^* - x_k \) as in the PCD algorithm, a set of directions of the last \( M \) propagation steps is also included, where \( M \) is specified by the user. The interested reader may refer to [16] for a more detailed comparison between the proximal-point methods and the PCD algorithm under various synthetic and image processing settings.7

C. Approximate Message Passing

More recently, Donoho et al. [17] have shown that iterative soft-thresholding can be understood as an approximate solution to (P1) via a belief propagation framework [60]. In this graph-theoretic framework, the problem of basis pursuit is modeled by a factor graph \( G = \{X,F,E\} \), which is a complete bipartite graph with variable nodes \( X = \{x_1,x_2,\ldots,x_n\} \), factor nodes \( F = \{f_1,f_2,\ldots,f_m\} \), and edges \( E = X \times F = \{(x_i,f_j) : x_i \in X, f_j \in F\} \). Assuming the probability distribution of each variable \( x_1 \) satisfies a Laplace delta function \( \delta(b_j = (Ax)_j) \), the overall joint probability for an observation vector \( b \) and solution \( x \) is the following function:

\[
p(b,x) = \frac{1}{Z} \prod_{i=1}^{n} \exp(-\beta|x_i|) \prod_{j=1}^{m} \delta(b_j = (Ax)_j).
\]

(23)

In a sense, the above factor graph describes a decoding process, where each unknown variable \( x_i \) is assumed a priori distribution and each “parity-check” function \( f_j \) ensures the recovered code satisfies the linear constraint \( b = Ax \). Furthermore, when \( \beta \to \infty \), the joint probability \( p(b,x) \) will concentrate around the sparse solution of the \( \ell_1 \)-min (1). Hence, the \( \ell_1 \)-min solution can be estimated by iteratively computing the marginal distribution \( p(x_i) \) for each given variable \( x_i \).

In Bayesian networks, the marginal distribution of a factor graph \( G \) can be estimated by standard message-passing algorithms [61]. However, the exact message-passing algorithm applied to the complete bipartite graph \( G \) is not cost effective, as the graphical model is dense. Furthermore, the convergence of the algorithm to the optimal basis pursuit solution cannot be guaranteed, as graph \( G \) represents a loopy network.8 To address these issues, an approximate message-passing (AMP) algorithm was derived in [17].9 Specifically, if the variables \( x \) satisfy the Laplace prior and the dictionary \( A \) is a Gaussian random matrix, when \( m,n \to \infty \) proportionally, the update rule for \( x \) in \( G \) is approximated by the following equations:

\[
\begin{align*}
x_{k+1} &= \text{soft}(A^T z_k + x_k, \tau_k), \\
x_{k+1} &= b - A x_{k+1} + \frac{1}{\beta} \frac{\delta}{\delta (A^T z_k + x_k, \tau_k)} \\
\tau_{k+1} &= \frac{\delta}{\delta (A^T z_k + x_k, \tau_k)} \\
\end{align*}
\]

(24)

where \( (\cdot) \) denotes the average of a vector.

As shown in both [17] and our experiment results in this paper, this method achieves the state-of-the-art performance in solving (P1) when \( A \) is a random Gaussian matrix. However, it cannot handle problems in which \( A \) violates this assumption, which is indeed the case for the face recognition applications.

D. Templates for Convex Cone Solvers (TFOCs)

TFOCs is a relatively new framework proposed in [23] which proposes to use the soft-thresholding operator to solve the dual problems of \( \ell_1 \)-min.10 It considers a class of algorithms that deal with constrained convex optimization problems of the following type:

\[
\min_{x} f(x) \quad \text{subj. to } \quad A(x) + b \in K, \quad (24)
\]

where \( f(\cdot) \) is a convex function, \( A(\cdot) \) is a linear operator, \( b \) is a fixed point, and \( K \) is a closed, convex cone. One can see that both (P1) and (P\(_1,2\)) fall in this category.

In a nutshell, the main idea behind TFOCs is to solve the dual problem by a generalized projected gradient ascent technique, and in the process obtain the primal optimal solution as well. However, for most sparse recovery problems, the dual cost function is not smooth. To overcome this issue, [23] recommended adding a smoothing term to the primal cost function. In the context of \( \ell_1 \)-min, the problem (P1) would reduce to the following form:

\[
\min_{x} \|x\|_1 + \mu \phi(x) \quad \text{subj. to } \quad Ax - b = 0, \quad (25)
\]

where \( \mu > 0 \) is a smoothing parameter and \( \phi(\cdot) \) is a strongly convex function satisfying

\[
\phi(x) \geq \phi(x_0) + \frac{1}{2} \|x - x_0\|^2, \quad (26)
\]

for some fixed point \( x_0 \). For instance, if \( \phi(\cdot) \) is chosen as \( \phi(x) = \frac{1}{2} \|x - x_0\|^2 \), with the choice of \( x_0 \) specified later,

\footnote{A MATLAB implementation of both SESOP-PCD and FISTA is available at http://iew3.technion.ac.il/~mcib/sesop.html.}

7A MATLAB implementation of both SESOP-PCD and FISTA is available at http://iew3.technion.ac.il/~mcib/sesop.html.

8In [60], the drawback of message passing is mitigated by imposing a sparse dictionary \( A \), which reduces both the number of loops and the cost of belief propagation.

9TFOCs package: http://tfocs.stanford.edu/download/.
then the conic Lagrangian of (25) is given by
\[ L_\mu(x, \theta) = \|x\|_1 + \frac{\mu}{2}\|x - x_0\|_2^2 - \theta^T(Ax - b), \] (27)
where \( \theta \) is a vector of Lagrange multipliers.

By definition, let \( \mathcal{L}_\mu(\theta) \equiv \min_x \mathcal{L}_\mu(x, \theta) \), then the dual problem of (25) is given by \( \max_\theta \mathcal{L}_\mu(\theta) \). Since \( \mathcal{L}_\mu(x, \theta) \) is strongly convex in \( x \), a unique minimizer \( \hat{x}_\mu(\theta) \) exists, which is given by the soft-thresholding operator:
\[ \hat{x}_\mu(\theta) = \text{soft} \left( x_0 + \frac{1}{\mu} A^T \theta, \frac{1}{\mu} \right). \] (28)

Furthermore, \( \mathcal{L}_\mu(\theta) \) is a smooth, concave function whose gradient is given by \( \nabla \mathcal{L}_\mu(\theta) = b - A\hat{x}_\mu(\theta) \). Therefore, the following iterative scheme can be constructed to update the primal and dual variables based on the first-order projected gradient methods proposed in [62, 63]:
\[
\begin{aligned}
& x_k = \text{soft} \left( x_0 + \frac{1}{\mu} A^T \theta_k, \frac{1}{\mu} \right), \\
& \theta_{k+1} = \theta_k + t_k(b - A x_k),
\end{aligned}
\] (29)
where \( \{t_k\} \) is a sequence of step sizes satisfying \( t_k \leq \mu/\|A^T A\| \) for all \( k \). Here we note that it has a nice property that, for sufficiently small \( \mu \), the solution obtained by the above iterative scheme is also the optimal solution to \( (P_1) \) (see Theorem 3.1 in [23]). However, the number of iterations taken by the above scheme to convergence depends on the choice of \( \mu \) and \( x_0 \). In practice, their values can be determined iteratively by the same continuation and ravine step techniques as previously described in FISTA.

V. AUGMENTED LAGRANGIAN METHODS

In the previous sections, we have seen the utility of Lagrange multipliers in \( \ell_1 \)-min. In optimization, its basic idea is to eliminate equality constraints by adding a suitable penalty term to the cost function that assigns a very high cost to points outside the feasible set. In this section, we propose another special class of first-order methods called augmented Lagrangian methods (ALM) to develop fast and scalable algorithms for both the standard \( (P_1) \) and the CAB problem (5).

A. Applying ALM to the primal problems

Using the same notation from \( (P_1) \), let \( g(x) = \|x\|_1 \) and \( h(x) = b - A x \). Since both \( g \) and \( h \) are continuous, convex functions in \( x \), we may assume \( (P_1) \) has a unique global minimum. Hence, the following modified cost function, with an additional penalty term,
\[
\min \ g(x) + \frac{\xi}{2}\|h(x)\|_2^2 \text{ subj. to } h(x) = 0
\] (30)
has the same optimal solution as \( (P_1) \), say \( x^* \), for any \( \xi > 0 \). The quadratic penalty is preferred for its smoothness property, although other kinds of penalty functions are also plausible. Consider the Lagrangian of (30) given by
\[
\mathcal{L}_\xi(x, \theta) = g(x) + \frac{\xi}{2}\|h(x)\|_2^2 + \theta^T h(x),
\] (31)
where \( \theta \in \mathbb{R}^m \) is a vector of Lagrange multipliers. \( \mathcal{L}_\xi(\cdot, \cdot) \) is called the augmented Lagrangian function of (1). It has been shown in [64] that there exists \( \theta^* \in \mathbb{R}^m \) (not necessarily unique) and \( \xi^* \in \mathbb{R} \) such that
\[
x^* = \arg \min_x \mathcal{L}_\xi(x, \theta^*) \quad \forall \xi > \xi^*.
\] (32)
Thus, it is possible to find the optimal solution to \( (P_1) \) by minimizing the augmented Lagrangian function \( \mathcal{L}_\xi(x, \theta) \). Using the method of multipliers [64], a basic iterative scheme to solve (32) is given by
\[
\begin{align*}
\{ x_{k+1} \} &= \arg \min_x \mathcal{L}_\xi(x, \theta_k) \\
\{ \theta_{k+1} \} &= \theta_k + \xi^* \lambda_k h(x_{k+1})
\end{align*}
\] (33)
where \( \{\xi_k\} \) is a predefined positive sequence. The fundamental convergence result of the above scheme states that \( \{x_k\} \) and \( \{\theta_k\} \) converge to \( x^* \) and \( \theta^* \), respectively, provided that \( \{\theta_k\} \) is a bounded sequence and \( \{\xi_k\} \) is sufficiently large after a certain index. Furthermore, the convergence rate is linear as long as \( \xi_k > \xi^* \), and superlinear if \( \xi_k \to \infty \) [64].

Here, we point out that the choice of \( \{\xi_k\} \) is problem-dependent. As shown in [64], increasing \( \xi_k \) increases the ill-conditioning or difficulty of minimizing \( \mathcal{L}_\xi(x, \theta_k) \), and the degree of difficulty depends on the condition number of \( \nabla^2 \mathcal{L}_\xi(x, \theta_k) \). Thus, for experiments on synthetic data, we use a fixed \( \xi_k \), whereas for better convergence rate; for experiments on real face data, we use a fixed \( \xi_k \), alleviating the difficulty.

Finally, it is easy to see that for \( (P_1) \) the subproblem \( x_{k+1} = \arg \min_x \mathcal{L}_\xi(x, \theta_k) \) has the same form as \( (QP_\lambda) \), hence can be readily solved by many algorithms we have mentioned so far. In this paper we use FISTA for its simplicity and efficiency. The complete ALM algorithm for solving the primal \( \ell_1 \)-min problem is referred to as Primal ALM (PALM) in this paper.

Next, we extend the ALM algorithm to solving the CAB problem (5) for face recognition. We first write down the augmented Lagrangian function for this problem:
\[
\mathcal{L}_\xi(x, e, \theta) = \|x\|_1 + \|e\|_1 + \frac{\xi}{2}\|b - A x - e\|_2^2 + \theta^T (b - A x - e),
\] (34)
where we choose \( \xi = 2m/\|b\|_1 \) as suggested in [19]. Here, the key for designing an efficient algorithm is to explore the special structure of the data matrix \( B = [A, I] \) by computing \( x \) and \( e \) separately in each iteration:
\[
\begin{align*}
\{ e_{k+1} \} &= \arg \min_e \mathcal{L}_\xi(x_k, e, \theta_k) \\
x_{k+1} &= \arg \min_x \mathcal{L}_\xi(x, e_{k+1}, \theta_k) \\
\{ \theta_{k+1} \} &= \theta_k + \xi^* \lambda_k h(x_{k+1})
\end{align*}
\] (35)
where the subproblem for \( e \) has a closed-form solution, and the subproblem for \( x \) can be solved via FISTA. This algorithm is summarized in Algorithm 1.  

In the literature, ALM algorithms have also been widely used in signal processing, and more recently in compressive sensing applications [19], [65], [27], [66]. Among all the existing works, the Alternating Direction Method (ADM)

11 Using the special structure of dictionary \([A, I]\), other \( \ell_1 \)-min algorithms previously discussed can be similarly customized for face recognition.
Algorithm 1 Primal Augmented Lagrangian Method (PALM) for CAB

1: Input: \( b \in \mathbb{R}^m \), \( A \in \mathbb{R}^{m \times n} \), \( x_1 = 0 \), \( e_1 = b \), \( \theta_1 = 0 \).
2: while not converged \((k = 1, 2, \ldots)\) do
3: \( e_{k+1} \leftarrow \text{shrink}(b - Ax_k + \frac{1}{\theta_k} \xi_k) \);
4: \( t_1 \leftarrow 1 \), \( z_1 \leftarrow x_k \), \( w_1 \leftarrow x_k \);
5: while not converged \((l = 1, 2, \ldots)\) do
6: \( w_{l+1} \leftarrow \text{shrink}(z_l + \frac{1}{1 + 4T_l} A^T(b - Ax_k - e_{k+1} + \frac{1}{\theta_k} \xi_k)) \);
7: \( t_{l+1} \leftarrow \frac{1}{1 + 4T_l} (1 + \sqrt{1 + 4T_l}) \);
8: \( z_{l+1} \leftarrow w_{l+1} + \frac{1}{t_{l+1}} (w_{l+1} - w_l) \);
9: end while
10: \( x_{k+1} \leftarrow w_l \), \( \theta_{k+1} \leftarrow \theta_k + \xi (b - Ax_{k+1} - e_{k+1}) \);
11: end while
12: Output: \( x^* \leftarrow x_k \), \( e^* \leftarrow e_k \).

[19] essentially has the same form as our algorithm. The major difference is that [19] would approximate the solution to the subproblem for \( x \) in (35) by computing only one iteration of the FISTA algorithm. Although this inexact ADM is guaranteed to converge, it only works well when the problem is well-conditioned. We have observed that it converges very slowly on real face data, hence is not suitable for our purpose.

B. Applying ALM to the dual problems

The principles of ALM can be also applied to the dual problem of \((P_1)\):

\[
\max_y b^T y \quad \text{subj. to} \quad A^T y \in B_1^\infty,
\]

where \( B_1^\infty = \{x \in \mathbb{R}^n : \|x\|_1 \leq 1\} \). The associated augmented Lagrangian function is given by

\[
\min_{y,z} -b^T y - x^T (z - A^T y) + \frac{\beta}{2} \|z - A^T y\|_2^2 \quad \text{subj. to} \quad z \in B_1^\infty.
\]

Here, \( x \) is the Lagrange multiplier for the dual problem. Since it is difficult to solve the above problem simultaneously w.r.t. \( y, x \) and \( z \), we again adopt an alternation strategy, where we iteratively minimize the cost function with respect to one of the variables while holding the rest constant.

On one hand, given \((x_k, y_k)\), the minimizer \( z_{k+1} \) with respect to \( z \) is given by

\[
z_{k+1} = \mathcal{P}_{B_1^\infty}(A^T y_k + x_k/\beta),
\]

where \( \mathcal{P}_{B_1^\infty} \) represents the projection operator onto \( B_1^\infty \). On the other hand, given \((x_k, z_{k+1})\), the minimization with respect to \( y \) is a least squares problem, whose solution is given by the solution to the following equation:

\[
\beta A^T y = \beta A z_{k+1} - (A x_k - b).
\]

Suppose that \( A A^T \) is invertible, we can directly use its inverse to solve (39). Finally, for the CAB problem (5), one can simply replace \( A \) with \( B = [A, I] \), and \( x \) with \( w = [x; e] \), resulting in the DALM algorithm for face recognition as summarized in Algorithm 2. Note that since all the subproblems are solved exactly, the convergence of the dual algorithm is guaranteed.

Meanwhile, it is pointed out in [19] that the matrix inversion step can be computationally expensive. Therefore, one can approximate the solution with one step of the conjugate gradient algorithm in the \( y \) direction at each iteration. However, we find that while this heuristic works fine on synthetic data when \( A \) is a random Gaussian matrix, it does not work for the dictionary \( A \) formed by real face images.

Finally, we provide some general comments about the difference between the primal and dual ALM algorithms and its implications in face recognition. While both algorithms are guaranteed to solve the \( \ell_1 \)-min problem in theory, their efficiency can be very different in different real-world applications. As we mentioned before, for face recognition problem and particularly solving Eq. (5), it is crucial for an algorithm to scale well with thousands or even more subjects (i.e., \( n \)), while the dimension of each face image (i.e., \( m \)) remains relatively a constant. For PALM, the computational time is dominated by matrix-vector multiplication in Step 6 of Algorithm 1, whose complexity is \( O(n^2) \), whereas the most computational step in DALM is Step 4 of Algorithm 2 with \( O(m^2 + mn) \) complexity. This is also evidenced in our experiment results in Section VI. Therefore, DALM should be preferred in the case. On the contrary, for face alignment problem (9), since the dictionary only has a small number of columns, we will see later that PALM is much faster than DALM in practice.

VI. EXPERIMENTS

In this section, we validate and benchmark the performance of the primal and dual ALM algorithms against an extensive list of seven state-of-the-art \( \ell_1 \)-min solvers. The other algorithms involved in the comparison are PDIPA, TNIPM/L1LS, Homotopy, FISTA, TVOCs, SESOP-PCD, and AMP. All experiments are performed in MATLAB on a Mac Pro with two 2.66 GHz 6-Core Intel Xeon processors and 24 GB of memory.

The experiment consists of three sets of benchmark settings. The first benchmark compares the accuracy and speed of the algorithms for solving the generic \( \ell_1 \)-min problems. Here the sparse source signal and the undersized linear system are randomly generated based on Gaussian distribution. The second benchmark measures the face recognition accuracy via the CAB model in a real-world face recognition scenario, where the training and query images are taken from a public face recognition database. The last benchmark compares the performance of an image alignment problem in face recognition, where the query images may contain face pose variations or image registration error in 2-D.

Metrics of performance. A primary measure of performance in this paper is the relative error \( r_k(x) \) as a function of CPU
time \( t_k \) after \( k \) iterations:
\[
 r_k(x) = \frac{||x_k - x_0||_2}{||x_0||_2},
\]
where \( x_k \) is the estimate after \( k \) iterations. For experiments on the real face data where the ground truth \( x_0 \) is not known in advance, we use Homotopy to determine it before running the comparison experiments, as Homotopy is able to solve \((P_1)\) exactly (to an error level comparable to the machine precision). Note that the same strategy was also used in [14].

**Unifying the optimization problems.** A key to a fair comparison is to ensure that all the algorithms are solving the same optimization problem. That is, one should not confuse the problem about how well an \( \ell_1 \)-min model fits the compressive sensing applications (for example, achieving high face recognition rates) with the problem about how well an \( \ell_1 \)-min algorithm does in finding the solution of the optimization problem assigned to it. In this paper, we are only interested in the latter one and have restricted our attention to the basic \((P_1)\) problem. Among all the algorithms, PDIPA, Homotopy, TFOCS, AMP and ALM are designed to solve \((P_1)\), while L1LS, FISTA and SESOP-PCD solve the unconstrained basis pursuit problem \((QP_1)\):
\[
 x^*_j = \arg \min_{x} \frac{1}{2} ||b - Ax||^2 + \lambda ||x||_1.
\]

Although it is obvious that as \( \lambda \to 0 \), the solution of \((QP_1)\) converges to that of \((P_1)\), it is not practical to directly set \( \lambda = 0 \) in numerical computations. Fortunately, we recall in the Homotopy algorithm that the solution path \( \{x^*_\lambda, \lambda \in [0, \infty)\} \) is a piecewise linear path, with a finite number of vertices. This suggests that for any single instance of the \( \ell_1 \)-min problem, there always exists a \( \lambda^* > 0 \) such that for any \( \lambda < \lambda^* \) the solution of \((QP_1)\) is also the solution of \((P_1)\). This is illustrated in Figure 3 by a sharp drop in the relative error of \( x \) (to a level comparable to the machine precision) at certain positive value of \( \lambda \). In addition, note that the value of \( \lambda \) can be obtained by the Homotopy algorithm without any extra cost, as it finds the solution \( x^*_\lambda \) for all \( \lambda \in [0, \infty) \). Therefore, we can safely choose any \( \lambda^* < \lambda \) for L1LS, FISTA and SESOP-PCD in our experiments to ensure fair comparison, and we find that fixing \( \lambda^* = 10^{-9} \) suffices in all the experiments.

**Warm-start strategy.** A commonly used acceleration technique for algorithms that solve \((QP_1)\) is the so-called warm-start strategy. The idea is that, in order to find the solution of \((QP_1)\) for \( \lambda = \lambda^* \), one solves a series of \((QP_1)\) problems with parameters \( \lambda_0 > \lambda_1 > \cdots > \lambda_N = \lambda^* \), and in each step the previous solution \( x_{\lambda_{j-1}}^* \) is used to initialize \( x_{\lambda_j}^* \).

To further simplify the warm-start procedure, a fixed-point continuation method has been considered in [24], [56]. In this method, instead of solving \((QP_1)\) for each \( \lambda_j \) exactly, one starts with \( \lambda = \lambda_0 \) and decreases it geometrically after each iteration \( \lambda_{k+1} = \rho \lambda_k \) until it reaches \( \lambda^* \). In our experiment, we found that solving a series of \((QP_1)\) problems works better for L1LS and SESOP-PCD, where as the fixed-point continuation method is more effective for FISTA. Therefore, we choose a series of \((QP_1)\) problems with \( \lambda = \{10^{-1}, 10^{-2}, \ldots, 10^{-6}\} \) for L1LS and SESOP-PCD, and use the fixed-point continuation method with \( \rho = 0.95 \) for FISTA.

A. Synthetic data, the noise-free case

In the first experiment, we compare the time taken to solve \((P_1)\) by the nine algorithms described earlier. We generate the observation matrix \( A \) of size \( m \times n \) \((m < n)\), such that each entry in the matrix is independent and identically distributed (i.i.d.) Gaussian. In addition, we normalize each column to unit \( \ell_2 \)-norm. The observation \( b \) is computed by \( Ax_0 \), where \( x_0 \) is a sparse vector with \( ||x_0||_0 = d \). The support of \( x_0 \) is also chosen at random, and the nonzero entries of \( x_0 \) are i.i.d. according to a uniform distribution in the interval \([-10, 10]\). We fix \( m = 800 \), and for different choices of \( n \) and \( d \), we compute the relative errors in estimating \( x_0 \) as a function of CPU time using all the algorithms in question. Figure 4(a)-(c) shows the averaged relative errors over 20 trials.

We observe in all three plots that AMP is the fastest algorithm in all the cases, followed by DALM. Moreover, AMP, PALM, DALM and Homotopy are the only methods that achieve near-machine precision \((r_k(x) \leq 10^{-10})\) in solving \((P_1)\). This differentiates them from the other methods.

Next, Figures 5(left) shows the time taken by each algorithm to achieve a prescribed tolerance \( r_k(x) = 10^{-5} \) with various sparsity levels \( d \). As one can see, all algorithms slow down when \( d \) in the true solution \( x \) increases. However, it affects most prominently Homotopy, as the time taken increases by more than a factor of 10.

Finally, in Figure 5(right), the computational time of PDIPA increases dramatically as the problem dimension \( n \) increases. However, as expected, Homotopy is not sensitive to the increase of \( n \). More interestingly, compared to the primal algorithms (PDIPA, L1LS, FISTA, SesopPCD, AMP and PALM), the dual algorithms (DALM and TFOCS) are much less sensitive to \( n \). In fact, dual algorithms and Homotopy are the only ones which scale linearly in \( n \).

B. Real face data, the recognition experiment

In this case, the observation satisfies the CAB model: \( b = Ax_0 + e_0 \), where both \( x_0 \) and \( e_0 \) are sparse vectors. We first note that AMP is designed specifically for \( \ell_1 \)-min problems when \( A \) is a random Gaussian matrix, hence is excluded in this experiment. In fact, we have seen that the algorithm simply does not converge with an estimation error going to infinity when applied to real face data. Secondly, all the algorithms in this section have been carefully modified to take into account the special data structure of the CAB model: \( B = [A, I] \), and the sparse vectors \( x \) and \( e \) are treated separately in their respective routines.
The performance of the $\ell_1$-min algorithms is benchmarked on the CMU Multi-PIE database [67]. A subset of 249 subjects from the database (Session 1) is used for this experiment. Each subject is captured under 20 different illuminations with a frontal pose. The images are then manually aligned and cropped, and down-sampled to $40 \times 30$ pixels. Out of the 20 illuminations for each subject, we choose $l$ illuminations as the training, resulting in a measurement matrix $A$ of size $1200 \times 249l$. Further, we randomly choose 100 images from the remaining images as test images. Finally, a certain fraction $p \in [0, 1)$ of image pixels are randomly corrupted by a uniform distribution between $[0, 255]$.

To measure the performance of each algorithm, we again compute the relative error in estimating $x$ after each iteration. The ground truth $x_0$ is obtained by Homotopy. We also compute the recognition rate after each iteration, where we use the Sparsity Concentration Index (SCI) proposed in [12] as the classification criterion. That is, we assign a test image to subject $i^*$ if

$$i^* = \arg \max_i \frac{C \cdot \|\delta_i(x_k)\|_1/\|x_k\|_1 - 1}{C - 1},$$

where $C$ is the number of subjects, and $\delta_i(x_k)$ is a projection that only keeps the entries associated with subject $i$.

In Figure 6, we fix $l = 7$ and show the performance of $\ell_1$-min algorithms with various values of $p$. As one can see in Figure 6(a), PDIPA and Homotopy achieve the highest accuracy in estimating $x_0$ for all cases within a fixed time limit (30 seconds), but the relative error for DALM decreases much faster than the other algorithms in the first several seconds. Because of this, as one can see in Figure 6(b), DALM achieves the best possible recognition rates in a short time. For instance, when $p = 0.6$, DALM achieves 98% recognition rate in 0.5 second, while it takes PDIPA 4.2 seconds to reach the same rate. In addition, similar to the synthetic data case, all the algorithms slow down as the number of nonzero entries of $e_0$ increases. However, this effect is very small for DALM, especially in terms of achieving the highest recognition rates.

In Figure 7, we fix $p = 0.4$ and show the performance of $\ell_1$-min algorithms with various values of $l$. In all cases, DALM is the fastest one to achieve 100% recognition rate. Also, as we discussed before, since DALM solves the dual problem of $(P_1)$, its efficiency is much less affected by the change of the size of the primal variable $x$, which makes it most suitable for face recognition applications with a large number of subjects. Another algorithm that performs well in this experiment is L1LS, but it is less accurate than DALM in estimating $x$, as shown in Figure 7(a).

In summary, DALM is the best among all tested for robust face recognition, as it achieves high recognition rates in our experiments and scales well for large-scale applications.
C. Real face data, the alignment experiment

In this experiment, we modify each algorithm to solve the associated $\ell_1$-min problem of the image alignment problem whereby $\|w\|_1$ is no longer penalized as in (9). However, since Homotopy is designed specifically to solve the original $\ell_1$-min problems that would include $\|w\|_1$ in the objective function, it is further excluded from the experiment.

We again use the CMU Multi-PIE database to benchmark the $\ell_1$-min algorithms. In this experiment, the first 50 subjects from Session 1 are used. Our of 20 illuminations, seven are chosen as the training images and the illumination 10 is used as the query image. We down-sample the face region in the images to $40 \times 30$ pixels. Moreover, to test the robustness of $\ell_1$-min algorithms to occlusion, we replace a randomly located block of size equal to 10% of the face image with the image of a baboon (see Figure 8).

Here, we note that for the alignment experiments, the training set contains $n_i = 7$ images per subject, and we choose the transformation group $T$ to be the set of similarity transformations (therefore $q_i = 4$). So the number of columns in $B_i$ is just $n_i + q_i = 11$, while the number of rows $m = 40 \times 30 = 1200$ in our experiments. A direct consequence of such highly overdetermined matrix $B$ is that algorithms operate in the primal space such as PDIPA and PALM are much more efficient than algorithms operate in the dual space such as DALM and TFOCS.

We consider two different types of misalignment, namely, translation and rotation. For translation, each test image is manually perturbed by 4 pixels along the $x$-axis in the canonical frame (with size $40 \times 30$); for rotation, each test image is manually perturbed by 15 in-plane degrees, as shown in Figure 8(a). We stop the alignment process when (1) the difference between the final alignment is within 2 pixels of the ground truth in the original image frame ($480 \times 480$ image size) or (2) a pre-defined maximum number of iterations is reached, and only consider an alignment successful if condition (1) is satisfied.

In addition, since now we have to solve a series of $\ell_1$-min problems (9) for one alignment task, we need to specify the stopping criterion for each $\ell_1$-min instance. While different algorithms often adopt different stopping criteria in practice, for fair comparison, in this paper we compute the relative change of the estimate for each algorithm, $\|w_{k+1} - w_k\|_2/\|w_k\|_2$, and terminate the algorithm when the relative change is smaller than some prescribed value $tol$. It is easy to see that the smaller $tol$ is, the more accurate the $\ell_1$-min problem is solved at each iteration, and the more time each algorithm will take. So it is necessary to decide a good $tol$ for the alignment problem in practice. For this reason, we first show the success rate of each algorithm as a function of $tol$ in Figure 8(b). As one can see, for each algorithm there exists certain $tol^*$ such that only when $tol < tol^*$ the algorithm achieves the best success rate. More surprisingly, the ranges of $tol$ for different algorithms to achieve the best success rate vary significantly in practice. For example, while PALM and L1LS achieve the best success rate even when $tol = 10^{-1}$, FISTA and TFOCS only work well when $tol \leq 10^{-4}$, which greatly limits their efficiency. Meanwhile, SESOP-PCD performs the worst in the experiment, failing to achieve the same success rate as the other algorithms.

Finally, we report the speed of $\ell_1$-min algorithms with various values of $tol$ in Table I. Note that we only report the result of an algorithm with certain $tol$ if it achieves the best success rate in that case. As one can see, PALM, PDIPA and L1LS outperform the other algorithms in both translation and
rotation experiments. Furthermore, for these three algorithms, the average number of iterations roughly remains constant for different tol. However, the computational time that each iteration costs increases as tol decreases, so does the total time for the entire alignment task. This justifies the need of choosing the right tol for each algorithm. Finally, for the same tol, PALM is the fastest among all algorithms, except for the case of translation with tol = 10^{-4}. Therefore, we conclude that PALM is the best choice for this problem.

VII. Conclusion

In this paper, we have provided a comprehensive comparison of several popular ℓ_1-min algorithms in a new practical scenario that has drawn a lot of attention in the signal processing and computer vision communities, namely, the sparse representation based robust face recognition applications. We have shown that the ALM algorithms compare favorably to other classical and accelerated sparse optimization methods, especially when applied to real face images. In particular, the dual ALM algorithm performs the best in the face recognition experiment, and scales well in terms of the number of subjects. Hence it is suitable for large-scale classification problems. Meanwhile, the primal ALM algorithm is the fastest method in solving the face alignment problem. Finally, we note that the performance of different numerical algorithms also depends on the programming language and the computer platform. For example, we have recently studied parallel implementation of the ℓ_1-min problems on multi-core CPUs/GPUs. The interested reader is referred to [68] for more details.
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TABLE I

<table>
<thead>
<tr>
<th>tol</th>
<th>Algorithm</th>
<th>Translation</th>
<th></th>
<th></th>
<th>Rotation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Avg. Time (s)</td>
<td>Avg. Num. of Iterations</td>
<td></td>
<td>Avg. Time (s)</td>
<td>Avg. Num. of Iterations</td>
</tr>
<tr>
<td>10^{-2}</td>
<td>PALM</td>
<td>0.18</td>
<td>11.31</td>
<td></td>
<td>0.13</td>
<td>8.44</td>
</tr>
<tr>
<td></td>
<td>PDIPA</td>
<td>0.40</td>
<td>11.77</td>
<td></td>
<td>0.28</td>
<td>9.21</td>
</tr>
<tr>
<td></td>
<td>LILS</td>
<td>2.71</td>
<td>11.60</td>
<td></td>
<td>1.96</td>
<td>8.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10^{-3}</td>
<td>PALM</td>
<td>0.27</td>
<td>11.52</td>
<td></td>
<td>0.17</td>
<td>8.69</td>
</tr>
<tr>
<td></td>
<td>PDIPA</td>
<td>0.49</td>
<td>11.52</td>
<td></td>
<td>0.36</td>
<td>8.79</td>
</tr>
<tr>
<td></td>
<td>LILS</td>
<td>3.76</td>
<td>11.50</td>
<td></td>
<td>2.84</td>
<td>8.71</td>
</tr>
<tr>
<td></td>
<td>DALM</td>
<td>5.44</td>
<td>14.35</td>
<td></td>
<td>6.29</td>
<td>14.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10^{-4}</td>
<td>PALM</td>
<td>0.62</td>
<td>11.56</td>
<td></td>
<td>0.36</td>
<td>8.75</td>
</tr>
<tr>
<td></td>
<td>PDIPA</td>
<td>0.53</td>
<td>11.52</td>
<td></td>
<td>0.39</td>
<td>8.77</td>
</tr>
<tr>
<td></td>
<td>LILS</td>
<td>4.90</td>
<td>11.50</td>
<td></td>
<td>3.59</td>
<td>8.67</td>
</tr>
<tr>
<td></td>
<td>DALM</td>
<td>11.39</td>
<td>11.77</td>
<td></td>
<td>9.61</td>
<td>9.10</td>
</tr>
<tr>
<td></td>
<td>FISTA</td>
<td>8.75</td>
<td>11.60</td>
<td></td>
<td>6.62</td>
<td>8.85</td>
</tr>
<tr>
<td></td>
<td>TFOCS</td>
<td>249.92</td>
<td>14.46</td>
<td></td>
<td>232.78</td>
<td>12.85</td>
</tr>
</tbody>
</table>


